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Introduction & Motivation
PART 01



What is Reinforcement Learning?

➢ Goal of RL: Artificial General Intelligence (AGI)

Reinforcement learning in dog training.



What else?

• Robotics  ➢ Autonomous Driving

OpenAI 2019 CARLA 2017



What else?

• Industrial Design  ➢ Quantitative Trading

PrefixRL 2022 FinRL 2020



What else?

• Chat Bot



What else?

• Multi-agent RL  ➢ Competitive RL

TiZero 2023 Honor of Kings Arena 2022



Do RL in a Unified Framework

Various RL 
Algorithms

Various 
Environments

Multi-agent & 
Self-play Offline RL



OpenRL: An Open-Souce RL 
Framework

PART 02



Main Features of OpenRL

➢ Friendly to beginners

pip install openrl

or

docker pull openrllab/openrl



Main Features of OpenRL

➢ Friendly to beginners

openrl --mode train --env CartPole-v1



Main Features of OpenRL

➢ Friendly to beginners





Main Features of OpenRL

➢ Friendly to beginners

Documentation/中文文档 Tutorial



Main Features of OpenRL

➢ Customizable capabilities for professionals

Configure everything 
via YAML



Use yaml

> python train_ppo.py --config mpe_ppo.yaml



Use yaml

> python train_ppo.py --config mpe_ppo.yaml

> python train_ppo.py --seed 1 --lr 5e-4



Main Features of OpenRL

➢ Customizable capabilities for professionals

Track your experiments 
via Wandb



Main Features of OpenRL

➢ Customizable capabilities for professionals

Track your experiments 
via Tensorboard



Customize Wandb Output

https://github.com/OpenRL-Lab/openrl/blob/main/examples/smac/custom_vecinfo.py



Customize Wandb Output



Main Features of OpenRL

➢ Customizable capabilities for professionals

Abstract & Modularized Design

Reward Module Policy Module

Value Module Algorithm



Customize Reward Model

Chen, Wenze, et al. "DGPO: Discovering Multiple Strategies with Diversity-Guided Policy Optimization." arXiv preprint arXiv:2207.05631 (2022).



Customize Reward Model



Customize Reward Model



Customize Reward Model

➢ Intent Reward：When the generated text by the agent is close to the expected intent, the 
agent can receive higher rewards.

➢METEOR Metric Reward： METEOR is a metric used to evaluate text generation quality and 
can be used to measure how similar generated texts are compared with expected ones. We 
use this metric as feedback for rewards given to agents in order to optimize their text 
generation performance.

➢KL Divergence Reward：This reward is used to limit how much text generated by agents 
deviates from pre-trained models and prevent issues of reward hacking.



Customize Reward Model

➢ Intent Reward：When the generated text by the agent is close to the expected intent, the 
agent can receive higher rewards.



Customize Reward Model

➢ METEOR Metric Reward： METEOR is a metric used to evaluate text generation quality and 
can be used to measure how similar generated texts are compared with expected ones. We 
use this metric as feedback for rewards given to agents in order to optimize their text 
generation performance.



Customize Reward Model

➢ KL Divergence Reward：This reward is used to limit how much text generated by agents 
deviates from pre-trained models and prevent issues of reward hacking.



Main Features of OpenRL

➢ Support Offline RL

Learn from Iteraction

Learn from Expert Data



Main Features of OpenRL

➢ Support Offline RL



Main Features of OpenRL

➢ Customizable capabilities for professionals

➢ Dictionary observation space support

➢ Serial or parallel environment training

➢ Support for models such as LSTM, GRU, Transformer etc.

➢ Automatic mixed precision (AMP) training 

➢ Data collecting wth half precision policy network



Main Features of OpenRL

➢ Build on top of others

Datasets

Models



Main Features of OpenRL

➢ Gallery



Main Features of OpenRL

➢ High performance

Training  CartPole on a laptop only takes a few seconds.
+17% speedup for language model training.

Ranking 1st on Google Research Football.
Achieving +43% performance improvement on LLM.



Compared with RL4LMs



TiZero Lin, Fanqi, et al. "TiZero: Mastering Multi-Agent Football with Curriculum Learning and Self-Play." arXiv 
preprint arXiv:2302.07515 (2023).



TiZero Lin, Fanqi, et al. "TiZero: Mastering Multi-Agent Football with Curriculum Learning and Self-Play." arXiv
preprint arXiv:2302.07515 (2023).



TiZero Lin, Fanqi, et al. "TiZero: Mastering Multi-Agent Football with Curriculum Learning and Self-Play." arXiv 
preprint arXiv:2302.07515 (2023).



Future Release
PART 03



Large-Scale RL

Large Model Large Cluster Large Population



Large-Scale RL

Large Population

Yang, Xinyi, et al. "Learning Graph-Enhanced Commander-Executor for Multi-Agent Navigation." arXiv preprint arXiv:2302.04094 (2023).



Open RL via Sharing

Share Models Share Codes Share Results



Scan the QR code to try OpenRL!

Visit: github.com/OpenRL-Lab/openrl



Scan the QR code to try OpenRL!

Visit: github.com/OpenRL-Lab/openrl



OpenPlugin: Plugins for LLM
PART 03



Why?
➢Think about pip for Python package (apt/yum/brew/dnf/npm/)!

➢Think about App Store. 

➢Standardize plugin.

➢Provide a simple way to use, share LLM plugins.



Main Features of OpenPlugin

➢ Installation

pip install openplugin-py



Main Features of OpenPlugin

➢ Usage

➢ install plugin: op install <plugin_name>
➢ install locally op install ./
➢ reinstall op reinstall <plugin_name>

➢ uninstall plugin: op uninstall <plugin_name>
➢ start to run plugin: op run <plugin_name>
➢ list installed plugins: op list

op is all you need!



Main Features of OpenPlugin

➢ Usage

➢ Provide config API for SageGPT/ChatGPT platform
➢ can get json file via: server_host/ai-plugin.json
➢ can get YAML file via: server_host/openapi.yaml



Main Features of OpenPlugin

➢ Build on top of others

You can share your plugin to others!

https://openrl.net/plugin-store/



Main Features of OpenPlugin

➢ Plugin Store

ikun_plugintodo_pluginQRcode_plugin

. . . . 



Main Features of OpenPlugin

➢ QRcode_plugin

Support for placeholder:Plugin Structure



Main Features of OpenPlugin

➢ How to use QRcode_plugin
• Step 0: Find a server
• Step 1: pip install openplugin-py
• Step 2: op install QRcode_plugin
• Step 3: op run QRcode
• Step 4: Get the json and YAML file
• Step 5: Register plugin to SageGPT or ChatGPT website
• Step6: Finished! Have fun!



Main Features of OpenPlugin

➢ QRcode_plugin

Demo





Try OpenPlugin, Click Star!

Visit: https://github.com/OpenRL-Lab/openplugin



感 谢 聆 听 
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